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1.0 SMftRY O? RESULTS AND DISCUSSIN(

1. 1 Introduction

Aerodynamic behavior in the hypersonic low density regime is

governed by a complicated interaction between the boundary layer and the

outer flow over the body. 1" 4 Gas injection (or ablating surface material)

can increase greatly the displacement thickness of the boundary layer, 5 ' 6

and thus affect profoundly this entire viscous interaction phenomenon.

An interesting and important aspect of mass transfer, therefore, is its

effect on the aerodynamic behavior of a slender body in low Reynolds

number flow.

The main object of the present study was the experimental

investigation of the effect of gas injection on the drag and pressure

distribution on a 5* half-angle porous cone. Both heliw and air injection

were employed at two Mach-Reynolds number combinations attainable in the

Berkeley Low Density Wind Tunnel. The first part of the report presents

a general discussion of the experiment, the experimental data obtained,

and the comparison of these data with theory. Section 2 is a detailed

discussion of the experimental procedure and the methods of data reduction,

while Section 3 presents the approximate boundary layer analysis which is

useful for interpreting the experimental data. A discussion of the

accuracy of the various experimental results and tabulations of data

appear in the Appendix.

1.2 Mperimental Proaram

The experiments were conducted in the No. 4 Low Density Wind

Tunnel of the University of California Low Pressures Project (Figures I
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and 2). This is a free-jet, continuous flow facility which expands room

temperature air through an axi-stmetric nozzle to a test chamber pressure

of about 85 microns of mercury. The flow characteristics of the two

nozzles used in the present experiment have been described in previous

reports,7,8 and additional data are presented herein. The injection

gas was introduced into the model interior through a hollow tail sting

located inside a conical afterbody (Figures 3 and 4). The experimental

program consisted of the following:

1. TWo free-stream air flow conditions

a. l4 - 3.93, Re/in - 1765, To - 540 "R, P - 85 microns Hg.

b. Moo - 5.64, Re/in - 6200, To - 539 "R, P = 85 microns HS.

I. Primary measurements

a. Surface static pressures at six axial stations on

the cons surface

b. Gross drag force on the cone

III. Secondary measurements

a. Base pressure (between the cone model and afterbody)

b. Model surface temperature

c. Axial distribution of injection mass flux

d. Flow characteristics of the porous surfaces of the models

e. Impact pressure surveys of the wind tunnel test section.

1.3 Models

All models used in the experiments were 5*cones of 3.5 inch

length, and are shown in Figures 5 and 6. The porous models were of

uniform wall thickness and because of fabrication requirements had small
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solid tip and base regions. The two porous-wall pressure models (called

the "1,3,5" and "2,4,6" models) each had three in-line taps made by

attaching 0.040 I.D. x 0.007 inch wall stainless steel tubing to the

surface with epoxy resin. A third model without taps (called the "force"

model) was used for the drag force measurements. The porous models were

fabricated comercially from sintered powdered Nonel metal particles of

less than 0.0005 inch diameter.

Apparently the small size of the porous models caused some

difficulty in their manufacture, since their quality could only be

described as "fair". The biggest difficulty seemed to be the installa-

tion of the pressure tape. Although the taps were locally smooth to

touch, the stainless steel tubing caused some wrinkling of the thin

(0.023 inch) porous wall around the taps, and this apparently caused

a systematic error in the pressure measurements on the porous models

(discussed in detail later). In addition, the wall inclination appeared

to deviate slightly (but symmetrically) from the specified 5* angle where

the solid tip was joined to the porous wall. Further back the surface

was inclined 5 ± 0.03 degrees.

Because of the relatively poor quality of the two porous

pressure models around the tap areas, an additional solid brass model of

better surface and tap quality was constructed in order to check the zero-

injection pressure distribution data. This is called the "solid pressure

model" and was geometrically similar to the porous pressure models and

had the same pressure tap construction. Since zero-injection pressure

data were obtained from this model in a manner identical to that used for

the porous pressure models, the differences in readings (which were as
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high as 15% of the absolute pressure, depending on tap location) were

attributed to surface roughness and tap geometry errors on the porous

models.

An additional series of solid brass models (called the "cone

probes") were also used to check the zero-injection pressure distribution

and to see if a pressure orifice size effect existed. Each of these

models had four 0.016 inch taps located at 90" intervals around the cir-

cumference at a location corresponding to one of the porous model

pressure taps. All of the non-porous models were constructed on the

Berkeley campus.

1.4 Reduction of the Data

The gross drag D of the force model was measured by a null
9

type one-component beam balance, with the injection gas entering through

the sting and cone base (Figures 3 and 8). The drag Df due to skin

friction was obtained ndirectly from the relation

Df D -Dp - Db - D inj  (1.1)

Here D is the drag due to the slant-face static pressure, and Db

is the drag due to base pressure, which is a spurious contribution

arising from the particular experimental set-up. Dp was obtained by

integrating the experimental pressure distribution curve, and Db was

determined by measuring the pressure near the cone base inside the

hollow afterbody. The injection drag Dinj arises from the momntum

transfer associated with the surface effusion of the injected gas, and

is a small correction which was evaluated theoretically. The term



"total drag" is used in discussing the drag results and is defined as

the sum of the skin friction, pressure, and injection drag for the slant

face of the cone (obtained as Dg - Db  from the experimental data). All

data in this report were obtained at zero angle of attack.

The experimental injection rate ranged from zero to about 0.12

lb/hr for helium and about 0.35 lb/hr for air. A non-dimensional injec-
10

tion rate parameter suggested by Swenson is the ratio of injection mass

flow to the total air mass swept out by the model cross-section to the

flow. In the present experiments this ratio ranged from zero to about

1/5 for helium injection and 1/2 for air injection. However, this

parameter is not too useful for physical interpretations of the flow.

Besides their use in the calculation of skin friction drag,

the model surface pressure distribution data are themselves of interest.

To correct for the previously mentioned tap geometry and hole size

effect, the measurements with gas injection were divided by the average

zero-injection value for each tap for a given wind tunnel run. This ratio

was then multiplied by the corresponding average value of the cone probe

pressure data, which was assumed to be the best available zero-injection

pressure value for that particular wind tunnel flow condition and tap

location. All of the pressure data presented in this report have been

corrected by this procedure, which is described in detail in Section 2.

1.5 Experimental Pressure Results

Figure 10 shows the raw zero-injection pressure distribution

data for the three types of models used in the tests. The average value

of three or more wind tunnel measurements is shown, together with bars
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which indicate the scatter of the data. One sees that the porous model

measurements were up to about 20. higher than the cone probe data,

depending on the orifice location, with data from the solid model lying

between. The difference between the solid model and porous model data

is attributed to the inferior quality of the porous model orifices, as

described previously. The difference between the solid model and cone

probe data is probably due mainly to the much larger pressure taps on

the solid model, since this difference agrees in magnitude with the hole

size effect data of Talbot.2  The curve labeled "standard" is a fairing

through the cone probe data, and is taken as the "best" values for the

zero-injection pressure distribution. Thus the differences between the

porous model zero-injection data and the "standard" curve shown in Figure

10 represent the magnitude of the correction applied to all measurements

made with the porous pressure models. The data for this figure are

presented in Table I in the Appendix.

The effect of gas injection on the corrected surface pressure

at each orifice location is shown in Figures 11 to 16, and the data are

presented in Tables II and III. Cross-plots of these data are shown in

Figures 17 and 18. The ordinate represents the magnitude of the boundary

layer induced pressure increment referred to the theoretical inviscid

solution value. 11 12 One sees from these curves that the heliuu injection

increased the self-induced pressure more rapidly than air injection, and

that the level of the curves is slightly higher for the higher iach number

flow condition. The data for tap No. 6, nearest the cone base, show a

pressure decrease with injection which is probably attributable to the

upstream influence of the solid afterbody and the gap at Z - 3.5 inches.
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It should be recalled that these data were obtained from two

separate models (the 103,5 and 2,4,6 models), so that inevitably there

are slight discrepancies between the two sets of measurements. This

probably accounts for the somewhat unamooth curves of Figures 17 and 18

for the higher injection rates. A crude measurement of the injection

mass distribution (see Figure 38) indicated that the porosity of the two

models was roughly the same, except for the area around Tap No. I (Z -

1.25 inches), which was less permeable. However, it was found that even

though the wall thickness was uniform, the local injection mass flux was

up to perhaps 75% higher near the nose than near the base. This may be

the reason for the pronounced peak in the curves of Figures 17 and 18

near Z - 2.0 inches.

In order to evaluate the skin friction drag (Equation 1.1), it

was necessary to integrate the experimental pressure distribution curves.

This is the reason for the dotted curves of Figures 17 and 18, which are

more or less arbitrary extrapolations of the data to cover the whole

cone surface.

1.6 2merimental Drai Results

Only the "gross" drag was measured directly in the experiment,

and the data are presented in Figure 19 and Table IV. It will be re-

called, however, that the pressure existing inside the hollow afterbody

caused a spurious force contribution which must be added to the gross

drag in order to obtain the "total" drag. The base pressure data are

shown in Figure 20.

In order to handle the drag results in a convenient manner,

"best fit" curves were faired through the gross drag and base pressure
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data. Because it also was necessary to obtain the slant-face pressure

drag from integrals of the cross-plots of Figures 17 and 18, the various

drag contributions have been computed from the faired curves at roughly

15 evenly spaced injection values and appear in Table V in the Appendix.

For this reason actual data points do not appear on Figures 21, 22, and

23 showing experimental drag results.

Figure 21 shows the experimental total" drag results, which

were obtained by correcting the data of Figure 19 for the effects of base

pressure. (The magnitude of this correction was roughly 10%.) One sees

that the injection caused a significant decrease in total drag over the

range of injection rates of the experiment. The most interesting feature

of these data, however, is that the air injection was more efficient for

reducing the total drag than was helium. This contradicts simple boundary

layer theory, which predicts that the helium curve should lie below the
13

air injection curve. The bars on the curves indicate the possible un-

certainty due to experimental and data reduction errors, as discussed in

the Appendix.

The relative magnitudes of the various experimental drag con-

tributions are shown in Figures 22 and 23. Here it may be seen that skin

friction drag contibutes the largest portion of the total drag. The

injection drag is relatively insignificant, although helium injection

contributes a greater amount, due to higher efflim velocity, than air at

the same mass injection rate. The pressure drag is relatively small at

zero injection (about 15% of the total drag), but becomes significant with

increasing injection--more so with helium than with air. This is primrily

the reason for the larger separation of the air and helium curves of
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Figure 21 than the corresponding separation of the air and helium skin

friction curves of Figures 22 and 23. However, since the helim skin

friction curve is still higher than that for air injection, it cannot

be the pressure-plus-injection drag alone that accounts for the greater

total dreg with helium injection shown in Figure 21.

1.7 Thoretical Analysis

In Section 3 an approximate theory is presented which is useful

for the interpretation of the experimental data. The basic feature of

the analysis is the empirical inclusion of the viscous interaction CVI)

effect by adding the boundary layer displacement thickness to the cone. 1 3

The (also empirical) tangent cone theory3 is employed to compute the flow

properties along the edge of this new effective body, and these quantities

are then used for the outer edge boundary condition in the boundary layer

analysis. Of course since the outer flow affects the boundary layer growth

and vice-versa, the tangent cone and boundary layer solutions must be con-

sidered simultaneously.

To keep matters as simple as possible, the theoretical flat-

56plate boundary layer calculations of Baron5 (helium injection) and Low

(air injection) were employed with the aid of the Mangler transformation

to axi-syumetric flow. These analyses neglected the pressure gradient

term in the boundary layer equations and assumed that the local injection

mass flux varied as x"1/2. The displacement thickness 8* and its

slope d* /dx were computed at each station z using the "local simi-

larity" concept, 3 where the previous history of the boundary layer flow

is ignored. The results of this series of calculations are labeled

VI (viscous interaction) in the appropriate figures.
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Because the ratio of displacement thickness to the local cone

radius computed from the above theory attained values of the order one to

three, it was suspected that transverse curvature (WVC) effects were also

likely to be Important. 14-16 These effects arise because the order-of-

magnitude reduction of the Navier-Stokes equations to the boundary layer

equations is different for low Reynolds number flow over a slender body

than for the corresponding flow over a flat plate. It is known that the

additional IVC terms in the boundary layer equations for slender body

flow can produce Important changes in the displacement thickness and skin

friction over those values computed on the basis of the flat plate equa-

tions with Mangler transformation.
1 4 1 6

A transverse curvature (TVC) correction to the previously cal-

culated viscous interaction (VI) results was made, based on the theoretical

calculations of Yasuhara. 2 5 In essence, Yasuhara solved the same boundary

layer problems with and without the transverse curvature terms, so that

the magnitude of the TVC effect is evident from his results. It should

be pointed out, however, that Yasuhara's analysis is only an approximation

to the present experimental conditions. In addition, he studied only the

zero-injection case, so that the application of his corrections to 'the

present results with injection is extremely speculative. Further details

regarding the TVC correction procedure ay be found in Section 3.6.

1.8 Coarisn of Pressure Data with Theory

Figures 24 and 25 show the comparison of the (cross-plotted)

pressure data with the results of the present theory for selected values

of total mass injection. The parameter fw is a dimensionless injection
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rate parameter from the analyses of Baron5 and Low, 6 and this was used

as the independent mass injection variable in the present theory. Figure

26 shows the relation between fw and the total mass injection rate

for the present experimental conditions, and it may be seen that the

theory is available only for about the lower 1/3 of the experimental

mass injection values.

One notices from Figures 24 and 25 that the present theory

overestimates the boundary layer induced pressure by a factor of about

two. The transverse curvature correction is in the proper direction,

but its magnitude is too small to bring the theory and experiment into

much closer agreement.

It is perhaps not surprising that the theory and experiment

disagree. First the theory assumes that the mass injection PwVw varies

approximately as x " 1/2 (although not exactly, as shown in Figure 27 and

discussed in Section 3.4). The actual measured injection variation is

shown in Figure 38, where the curve for the x "1 / 2 law is shown for

comparison. With an x- 1 /2 law the injection increases indefinitely

as the cone apex is approached, and this accounts for the high self-

induced pressure increment (P - PC)/Pc predicted by the theory near

the nose. The drop-off in experimental pressure near the rear of the

cone is probably due to the upstream influence of the solid afterbody

and the gap at Z - 3.5 inches.

Other possible sources for the discrepancies between the experi-

mental and theoretical pressure distributions are the use of the tangent

cone theory for the inviscid flow, the assumption of local similarity,

and the neglect of the pressure gradient terms in the boundary layer
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theory. Clearly with 8 /rw  values between one and roughly three (Figure

28)9 the physical flow must be like that over a blunt body, and the tangent

cone theory is therefore suspect. The use of the no-injection transverse

curvature results for WVC corrections with injection is probably con-

siderably in error, since one might expect the thicker boundary layers

with injection to be proportionally more subject to transverse curvature

effects. Finally, it should be noted that the correction procedure used

for the experimental pressure data may actually be somewhat in error at

the higher injection rates. The effects of these above considerations

on the agreement between experiment and theory are very difficult to

estimate, and no attempt is made here.

1.9 Comnarison of Exerimental and Theoretical Dras Data

Figures 29 and 30 show a comparison of the experimental (faired)

total drag data with the results of the present theory for the two ex-

perimntal flow conditions. The curves labeled "No VI or TVC" are based

on the analyses of Baron5 and Low 6  for skin friction drag, but use the

inviscid Taylor-4accoll flow quantities for boundary layer edge values

and pressure drag. Thus these curves give the estimated drag based on

simple boundary layer theory. The curves labeled "Vi" are the results

of the present calculations including the viscous interaction effect, as

described previously in Section 1.7, and in detail in Section 3. Finally,

the curves labeled 'VI + IVC" include the estimated transverse curva-

ture correction. In discussing these results it is well to remember that

about 75% or more of the total drag is due to skin friction.

It may be seen from Figures 29 and 30 that the inclusion of the

viscous interaction and transverse curvature effects produces a considerable
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improvement over the usual high Reynolds number boundary layer theory.

In fact, for zero-injection the experimental and VI + TVC values for

total drag disagree by less than 5% for both flow conditions. Such

agreement is undoubtedly fortuitous, considering the empirical nature

of the present theory. For example, no-injection weak interaction

theory predicts that the local skin friction coefficient Cf should

increase slightly over the no-interaction value C f due to theM

influence of the self-induced favorable pressure gradient. 3 Maslach

and Talbot4 have estimated that the magnitude of this effect is

approximately

cf c- (1.2)
Cf 4c c

However, the present theory which neglects the pressure gradient actually

predicts a slight decrease in local skin friction, as shown in Figure 31.

This error, which would make the theoretical zero-injection values even

higher than those shown, is probably more or less canceled by an equiv-

alent theoretical overestimate of the pressure drag.

One sees from Figures 29 and 30 that the present theory becomes

rapidly worse with increasing injection. This is thought to be due

primarily to: (1) the relatively large favorable pressure gradients

existing on the latter half of the model, (2) the inadequacy of the

skin friction TVC correction when applied to the injection case. Baron

and Scott17 have considered the effect of favorable pressure gradients

for a flat plate for helium and air injection. Their numerical results

were for the case -v 0, so are not directly applicable to the present
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experiments. However, they do show that skin friction may be doubled

or tripled by moderate favorable pressure gradients, both with and without

injection. Even more interesting, their results show that for zero

pressure gradient the helium skin friction vs. injection curve is below

the air curve, while for a sufficiently large favorable pressure gradient

the positions of the two curves reverse. (This reversal is thought to

be linked to the "velocity overshoot" phenomenon, which is greater with

the lower density helium boundary layer than with air. 17) Now with

injection Figures 17 and 18 show that a favorable pressure gradient,

which increases with injection, occurs on the rear half of the model

(which contains 3/4 of the area). Since the pressure gradients are of
17

the order of those studied by Baron and Scott, it is tempting in the

present case to attribute to the neglect of pressure gradients in the

theory the overly sharp theoretical drop-off of total drag and the

reversal of the helium and air curves.

Besides the above, it is known also that even small injection

rates alter considerably the boundary layer profiles from the no-

injection case.5'6  Thus it is not reasonable (as was done) to apply

the zero-injection TVC correction to skin friction for the mass

injection case. Finally, since mass injection increases the boundary

layer thickness quite markedly, one might expect the magnitude of the

TVC correction to increase with injection (rather than decrease slightly

as the present results indicate). If so, this would bring the theory

into closer agreement with the data, and together with the tfecessary

pressure gradient corrections might even account for the higher total

drag with helium than with air Injection.
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1.10 Conclusions

For the two flow conditions of the tests both helium and air

injection produced significant reductions in the total drag of the 5o

cone. The seemingly anomalous feature of the drag data was, however,

that the incremental drag reduction with air injection was up to about

twice that with helium. An approximate boundary layer theory was

developed which reasonably agreed with the zero-injection drag results.

With increasing injection rates the present theory became progressively

worse, probably due to the neglect of pressure gradient effects and

because an adequate transverse curvature correction was unavailable.

The experiments showed that both helium and air injection

increased the boundary layer induced surface pressure increment up to

five times the no-injection value. The theory presented agreed with

the trend of the data with injection, but overestimated the self-

induced pressure increment by a factor of about two.

The experimental fact that helium injection was less effec-

tive than air for total drag reduction suggests the possibility that

injected or ablated materials of high molecular weight my be more

effective than light gases for reducing the drag of slender bodies

in the low Reynolds number flight regime. This does not necessarily

conflict with heat protection requirements, since an injected gas of

high molecular weight (with many internal degrees of freedom which

could be excited) might also serve as an effective coolant. 18



16

2.0EXPERIMENTAL PROCEDURE AND DATA REDUCT

2.1 Operation of the Wind Tunnel

All tests were performed in the No. 4 Low Density Wind Tunnel

at the Aeronautical Sciences Laboratory at the University of California

Richmond Field Station. This facility uses axi-syumetric nozzles to

obtain Mach number variation, and the performance characteristics of

the nozzles used in this experiment and the operation of the wind tunnel

are described in References 7 and 8. Pressures are measured with

mercury or butyl phthalate oil manometers having least counts equal to

0.001 inch. 
19' 2 0

It had been previously established7 ' 8 that when the nozzle

exit and test chamber pressures were matched, an isentropic core of

approximately 2.5 inches diameter existed in both nozzles used in the

test program. The pressure matching was accomplished either by adjusting

the impedance of the flow system downstream of the test chamber, or by

bleeding additional air into the test chamber.7'8

The existence of isentropic flow allowed the test section flow

conditions to be determined from the isentropic flow tables21 using

readings of impact and stagnation pressure. The stagnation temperature

was measured by a mercury-in-glass thermometer. The Reynolds number

was calculated using the isentropic flow tables and the Bromley-Wilke 2 2

viscosity data.

Impact pressures were measured using a 0.300 inch diameter

hemisphere-cylinder probe with a 0.050 inch tap at the stagnation point.

It was unnecessary to employ any correction to the probe readings for
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viscous effects.2 3 Because of the fixed mounting of the models (Figures

3 and 4). it was necessary to take impact pressure readings about 3/4

inch off the center line of the flow. The readings thus obtained agreed

within 2% of the values obtained from impact surveys of the flow without

the model present (Figures 32 and 33). The value of impact pressure

selected for use in data reduction corresponded roughly to the centerline

value at the mid-point of the model.

2.2 ounting of the Models

All models except the cone pressure probes were mounted in the

"standard configuration" shown in Figures 3. 4, and 8. The probes were

attached to the tunnel rotating probe mount (shown in Figures 3 and 4

with the impact probe attached). In all cases the model apex was located

1/2 inch downstream of the nozzle exit plane. The angle of attack was

set to zero by using a plastic template (shown on the test platform in

Figure 4), which could be slipped over the model. By using this template

and the parallel edges of a steel scale placed between the template face

and the nozzle exit plane, the model axis could be aligned within about

0.1 degree with the center line of the nozzle (as measured by a cathe-

tometer). The gap width between model base and afterbody was set at

0.013 k 0.003 inch.

2.3 Pressure Distribution Measurements

The surface static pressure distribution with gas injection was

determined from measurements using two porous cone models having three

pressure tape per model (Figures 7 and 8). These are designated the

1,3,5 and 2,4,6 models, where tap #1 is nearest the cone apex and tap
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#6 is nearest the cone base. The taps were 0.040 inch I.D. x 0.007 inch

wall stainless steel tubing attached to the porous surface with epoxy

resin.

The pressure lines from the three taps in each model passed

through the cone base and sting shield to port locations on a Datex

pressure scanner (See Figure 7). The hole in the rotating head of the

scanner was drilled out to 0.052 inch diameter to obtain better time

response of the pressure system. From the scanner the selected pressure

signal passed through a short length of tubing to a Decker pressure

transducer* and then to a Heathkit vacuum tube voltmeter having a least

count equivalent to four microns of mercury. The total time to reach

steady state after a pressure change was roughly 15 seconds (agreeing

very well with design estimates based on Reference 24). Readings were

always taken, however, one minute after a change from the tunnel chamber

pressure. Conditions were steady and repeatable enough so that it was

possible to read pressures to 1/4 of the least count, or one micron of

mercury.

The Decker pressure transducer was calibrated with the wind

tunnel precision oil manometer, 19 ,2 0 which had a least count of approxi-

mately 2 microns of mercury. An additional tap on the pressure scanner

*The Decker transducer is a stretched metal diaphragm gage which senses

the differential pressure across the diaphragm. The reference side of

the gage was connected to the wind tunnel reference pressure manifold in

which the pressure was less than 0.1 micron Hg. Hence within the accuracy

of these tests, the Decker gage measured the absolute pressure.
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was employed so that the transducer and the oil manometer could be con-

nected to the same closed manifold for calibration (Figure 9). By using

this system one could calibrate the transducer quickly and accurately

during a run without turning off the main flow or injection flow. Because

of the slight non-systematic zero-point drift of the instrumentation,

however, two calibration data points were taken before each series of

three pressure measurements (about every six minutes). This calibration

data and the pre- and post-run calibration data were sufficient to attain

accuracy equivalent to that obtainable with the oil manometer, but with

much faster time response.

Measurements were taken also with the "solid" model and the

"cone probes" in order to obtain additional information on the zero-

injection pressure distribution. The solid model had the same dimensions

and pressure tap construction as the porous models and was tested in the

same manner. (The 1,3,5 and 2,4,6 taps were aligned 180* apart.) The

purpose of these measurements was to see if any differences in the zero-

injection pressures occurred when a model of better surface quanity was

used. The six cone pressure probes each had four 0.016 inch diameter

pressure orifices spaced at 90 intervals around the circumference.

Measurements from this series of tests were used to determine if a hole

size effect existed, and also to compare results with the data of Talbot.
2

The Decker pressure unit was used also for these tests and gave accuracy

and time response equivalent to the other tests.
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2.4 Pressure Data Reduction

Cone surface pressure data in this report are expressed in the

form (P - Pc)/Pc; that is, the non-dimensional increment of pressure

in excess of the theoretical inviscid cone pressure P 0  The inviscid

pressure is a function of M. and the cone half-angle c, and is

obtainable by interpolation in the tables of Kopal 1 1 or Sims. 12  This

interpolation has been carried out for the present experimental con-

ditions, and the results appear in Table B on Page 37.

The zero injection pressure distribution data for the three

series of models used in the experiment were in rather poor agreement.

Figure 10 shoews that pressures on the porous models for zero injection

measured as much as 15V to 20 above that for the corresponding position

of the cone probes, with pressures for the solid cone model lying be-

tween the two sets of data. The difference between the cone probes and

solid model is probably due mainly to a pressure tap hole size effect,

since the magnitudes of the pressure increments agree with the data of

Tlbot,2 who studied this effect. The additional pressure increment

of the porous models over that for the solid model is probably due to

the uzch poorer quality of the pressure taps on the porous models, and

possibly to surface roughness. Although the porous model taps were

locally flush with the surface, the attached steel tubing had a ten-

dency to slightly wrinkle the thin (0.023 inch) porous wall around the

tap. For these reasons it is felt that the pressure data taken with

the porous pressure umodels do not truly represent the values of surface

pressure on the force model, which had no pressure tape.
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It is assumed in this report that the cone probe pressure data

represent the best values for the zero-injection case. It is also assumed

that the higher pressures on the porous models are due to a systematic

hole size and tap geometry error which is a constant percentage of the

sensed pressure. Thus, for a given pressure tap, the pressures measured

on the porous models were corrected by the formula

Pcorr ( Pactual ) Pstandard (2.1)
1no-injection

The "standard" pressure is based on a faired curve through the cone probe

pressure data as shown in Figure 10. The zero injection pressure used in

the above formula was the average value for that particular wind tunnel

run. Approximate values of Pstd/n._n.j are presented in Table A below,

and show the magnitudes of the corrections applied to the porous model

pressure data.

Tap Number 1 2 3 4 5 6

M - 3.93 0.895 0.945 0.935 0.92 0.85 0.85am

H4 - 5.64 0.885 0.93 0.95 0.90 0.85 0.835

Table A: Average Zero Injection Values of (PtPno.ij)

2.5 Drat Force Measurements

A third porous model without pressure taps (the "force" model)

was used for the total drag measurements. The one-component balance9 used

in the tests is shown in Figure 3, and is a standard item of experimental

equipment at the Berkeley Low Density facility. The operation of the
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balance was identical to that described in previous reports (e.g.,

Reference 4), except for the addition of a thermocouple wire and flexible

rubber hose between the balance beam and surrounding casing. From the

repeatability of measurements and calibrations it was determined that the

modifications for gas injection had no measurable effect on the operation

of the balance.

The operation of the balance may be described as follows: The

model is mounted on the sting, which in turn is attached to a beam sus-

pended on crossed flexure pivots (Figure 8). The beam torque due to

model force is counteracted by a spring whose extension may be changed to

"null" the position of the beam--the null position being sensed electri-

cally by a Shaevitz linear differential transformer. The spring extension

is controlled by a micrometer screw and may be determined to the nearest

0.001 inch.

The force measuring procedure used was to obtain a "wind off"

or tare spring extension reading without injection, and then turn on the

tunnel flow and take a "wind on" reading with or without injection. The

difference between these two readings thus measured the "gross" aero-

dynamic force on the model. Since the moentum reaction of the injection

gas differed for the "wind on" and "wind off" runs, it was not possible

to measure the injection drag contribution separately.

* The gas flow through the porous wall was in the "molecular effusion"

range of densities. The magnitude and direction of the injection

velocity (and hence the injection momentum reaction) are therefore

influenced by conditions on the external surface of the model.
25
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From a knowledge of balance geometry (Figure 8) and the change

in spring extension as described above, one may compute the gross drag

coefficient as follows

Daross (2.2)

gross ( P Pu, ) AI~s2 Go 1 2

where the dynamic pressure ( 2 Pu 2 ) is obtained from the Isentropic

flow tables.

2.6 Skin Friction Dra

Since skin friction was not measured directly in the experiment,

it must be obtained indirectly by calculation as follows:

Cfrict " Cgross " (%press + Cbe + Cinj (2.3)

All drag coefficients are based on the cone base area. The reminder of

the discussion of force measurements will be devoted to the determination

of the quantities in parentheses in the equation above. Figures 22 and

23 and Table V give the values of each term in the above equation.

2.7 Pressure Draa

Pressure drag in this report is defined as the streamise com-

ponent of force due to the slant-face pressure in excess of free strem

pressure. Thus the pressure drag coefficient is evaluated according to

the formula

D 2 L
P 2x - (tan a) ( d 24

CDP 11 2 IP 1 Z Z (42 .u ,)Abase.2 (Pu)Abase
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In this case, as elsewhere in this report, the surface pressure P is

taken to be the "corrected" value as described in Section 2.4.

In order to evaluate CD from the data, the above equation
p

was put into the form

21t(tan a) 2 Pc L P

CD - 1 u 2) f - - ) ZdZ (2.5)
( 2 m c Abase 0 c c

The cross-plots of pressure data shown in Figures 17 and 18 were then

used to carry out the above integral by a graphical-analytical procedure.

The cone axial length L was divided into seven equal increments, Z

was measured to the center of each increment, and P/PC was taken to

be the average value for the step. The accuracy of the determination

of CDp and its effect on CDf are discussed in the Appendix.

2.8 Base Drag

A "base drag" occurred in this experiment because of the par-

ticular method of mounting the models in the wind tunnel and has no

significance beyond that of an experimental correction. Because the

pressure existing inside the hollow afterbody was different from Po.

a net force occurred on the model. The full base area was assumed to

be effective, so that the base drag coefficient is defined as

CD - 1 2 (2.6)
b (-Pu2 P..)Abase

The negative sign is inserted because pressure on the base actually

produces a thrust on the model. Base pressure data taken during the
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force runs are shown in Figure 20, and the geometry of the afterbody

and location of the pressure tap are shown in Figures 8 and 9.

2.9 Injection Draa

The passage of injected gas from the model walls into the

boundary layer produces a drag force increment which is small, but not

negligible. If we assume the validity of the no-slip boundary con-
*

dition, then the injection velocity must be normal to the cone surface.

Let & - PwVw be the local mass flux. Then the injection drag component

may be computed from the flux of momentum across the porous surface as

follows:

D n f2 @ina dA (2.7)
Aslant 

w

*According to the simple theory, 26 the slip velocity is uw X(u/ y) w .

A representative maximum value of the air mean free path at the model sur-

face for the test conditions is % so 0.0007 ft (based on Maxwell's

definition2 5). Zero injection boundary layer theory2 7 predicts that

S(1.3 x 10 ) 41,1Z per second at M - 5.64, so that at Z/ n

0.5, we might have uw ow 65 ft/sec. At low injection rates, therefore,

slip might alter the injection gas entry angle quite markedly. With

increasing injection the velocity gradient is progressively decreased

and approaches zero5 ' 6 at roughly one-half of the maximum injection rates

used in the experiment. Further, the injection velocity becomes s 8 -

nificantly greater than 65 ft/sec at high injection rates., Thus it can

be reasonably argued that where CD inJ is relatively important, the

injection gas enters the boundary layer approximately normal to the wall.
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Since the magnitude of the injection drag turns out to be at

most 10% of the total drag, a simple but fairly crude calculation is

adequate. Thus we assume that di m H/Aslant (uniform injection) and take

Ow to be roughly constant over the whole cone surface. Employing the

perfect gas law, then, we carry out the above integral and write

a D ii [ (coo ax) 4  k2 I4RvTW 28
2 bas 2 * 2 2Pu-(28

[KZL

Here P , TW4  and R a are suitable average values for the surface

pressure, temperature, and specific gas constant. One should notice

that CDinj is roughly proportional to k2 and hence becomes relatively

important only at the higher injection rates.
In the present experiment data are available to determine Pw

and TW, while Rw is a known constant for air. However Rw is a

function of mixture concentration and must be estimated for the helium

injection case. It is shown below, however, that the surface concentra-

tion of helium becomes very nearly unity at the higher experimental

injection rates where CD is expected to exert influence on the force

data. In this case Rw approaches the value of the gas constant for

pure helium.

The estimate of Rw for the helium case proceeds as follows.

The gas constant for air-helium mixtures may be written

Rt - Rair [1- (airMi e- 1) D] - air 1-6.25 a) (2.9)

where w is the mass fraction of helium, The surface concentration MW
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may be estimated from the air-helium similar boundary layer analysis of

Baron,5 who presents a graph of the theoretical w vs. dimensionless

mass injection rate (Sketch 1 below). The quantity f is defined in

Equation (3.7). We use the Mangler27 transformation and assume here that

1.0

Helium Macs

Concentration

0 -.4 -.8 -1.2

Dimensionless Mass Injection (fw)

Sketch 1: Helium Concentration at the Wall (after Baron
5)

the outer edge boundary conditions for Baron's analysis correspond to the

inviscid flow theoretical solution.11'12  If the total injection rate i

is equated to the corresponding value for Baron's x "1/2 injection law,

we can integrate Equation (3.7) over the cone surface to obtain for the

helium injection case

" Fw" L(tan a) 114 -CL[51 (2.10)

If viscous interaction were considered, the coefficient B and wall

concentration w might be modified as much as 10%. for fw < 0.5. Since

w

CD inj is practically zero for this rate of injection, this simpler calcu-

lation suffices.
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The values of B derived from the analysis described above are presented

below:

M. - 3.93: B - 10.35 hr/lb

)4= - 5.64t B - 9.28 hr/lb

The values of i where w becomes approximately equal to

unity correspond roughly to one-half of the maximum experimental injection

rates and are given below:

Ma - 3.93: i - 0.060 lb/hr (for fw w - 0.6)

-. 5.64: A - 0.067 lb/hr (for f - - 0.6)

It is probably true, therefore, that the higher injection rates correspond

to the situation where the oncoming stream boundary layer has been "blown

off" the wall and replaced by a boundary layer composed only of the

injected gas. 
5

The computation of CDinj according to Equation (2.8) employed

the above relations for Rw  for the helium case, with Rw  being equal

to Rai r for air injection. Tw, the wall temperature, was taken to be

constant at 0.96 times stagnation temperature, as the model temperature

data shown in Figure 34 are not conclusive enough to warrant further

refinement. The average surface pressure Pw was determined in the

course of the integration of the pressure distribution data of Figures

17 and 18.
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2.10 Iniection Pressure vs. Flow Rate

In order to measure the model internal pressure vs. injection

flow rate, a special pressure line was installed which was nested inside

the injection line and projected about 1/2 inch inside the porous cone.

The model was placed inside the wind tunnel test chamber several feet to

one side of the main flow stream. The test chamber pressure (i.e., model

external pressure) could then be held constant by bleed air adjustments

while internal pressure vs. flow data were taken (Figure 35), The external

pressures used in these tests correspond roughly to the maximu and

minimuu values occurring in the pressure distribution tests.

Scott28 has derived the following equation for the mass flux

of low density gas through a (flat) porous wall

p24 2 [ 2. .

S +( ] (2.11)
= wvw - 321ARTt P2

where for simplicity we may take f - I (diffuse reflection) and use for

the average man free path26

A W I 2m (2.12)

Here PI and Pe are the internal and external pressures, and L, is

the characteristic pore diameter. For a $Iven model at constant temper-

ature the above equation indicates that flow rate depends very weakly on

external pressure when PL ; 5P . From the flow vs. pressure data shown

in Figure 35, it may be seen that this condition was satisfied for most

of the injection flow rate range of the experiment. For near-zero flow
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rates the data still do not indicate much (if any) alteration in flow

rate with external pressure change. This is probably because the external

pressure range of 140 to 200 microns surface pressure was not a wide

enough variation to produce much of an effect. From this we may conclude

that the injection mass flux distribution in the experiment was essen-

tially unaltered by changes in external surface pressure.

2.11 local Mass Flux Distribution

An attempt was made to determine the variation of local injection

mass flux with axial position. The apparatus used is shown in Figure 36,

and the procedure may be described briefly as follows: The differential

change in total mass flux dA is related to the local (circumferentially

averaged) mass flux A by

A- A(2 Z tana/osa)dZ, -p~vw (2.13)

We let Amax denote the total flow rate through the model at atmospheric

external pressure and with a given pressure drop across the wall. Then

* ~ ( d/Amx) (equals unity for (2.14)
'nax'Aslant) uniform injection)

Various axial lengths Z of the model were masked off with

pieces of rubber tubing (Figure 36). A curve of Mx vs. Z for a

constant pressure drop across the model was then constructed (Figure 37).

By graphically differentiating the resulting data the derivative in

Equation (2.14), and hence the local flux distribution, was calculated.

The procedure is admittedly crude, but serves to indicate the departure

from uniform injection, as shown in Figure 38.
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2.12 Injection Flow Meterina

The injection flow system is shown in detail in Figure 7. The

more accurate metering was obtained by calibrating 6 inch glass capillary

tubes of four different diameters by measuring the gas flow rate as a

function of pressure drop. It was found that the flow rate vs. pressure

drop curve for both helium and air followed the Poiseuille formula 2 7

fairly well except at the highest flow rates used.

Corrections to the metering calibration for laboratory pressure

and temperature variations were applied as follows: Flow in the capillary

tube was assumed to follow the Poiseuille formula, and viscosity was

assumed proportional to the 0.75 power of temperature for both helium

and air. The density correction was obtained from the perfect gas law,

so that

301. (215

true " std (T) 7 9.92 (2.15)

where "standard" conditions were taken as P - 29.92 in Hg, T - 530 OR

at the upstream end of the capillary tube. It should be noted that the

actual test conditions never differed by more than about 27 from the

conditions of the meter calibration, so that the actual magnitude of

the correction was less than a few percent.

For a back-up system Fischer-Porter "Flowrator" meters were

also used to meter the injection flow. From the Fischer-Porter data

accompanying the flowmeters the following correction formula for temper-

ature and pressure variations at the inlet to the meter was obtained:

The calibration was carried out in the Standards Laboratory in Hesse

Hall on the University of California campus.
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M 530 p (2.16)

true Matd ( T 9 "

it should be noted, however, that Equation (2.16) is probably

more accurate for large "Flowrator" meters where viscous effects are

less important. Since the injection flow rates were quite low in the

experiment and viscous effects probably were important, the above

correction formula must be viewed with some suspicion, as the assumptions

used for its derivation are not known. Because of this uncertainty and

because of the generally greater level of accuracy attainable with the

capillary metering system, all of the final data except for helium

above 0.09 lb/hr are based on the capillary metering system.
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3.0 ao0UARY 1AYER AWLYSIS

3.1 Obiective and Assumptions

A truly realistic description of the boundary layer flow for

the experiment is beyond the scope of the present report. Such an

analysis, including gas injection and the complicating low Reynolds

number effects thought to be important, would involve extensive analy-

tical and numerical effort. As yet no theoretical work of this type

of sufficient generality has been carried out. The present analysis

is an "engineering approach" which attempts to explain the major trends

in the data, and yet is simple enough to be done by hand calculations

with a reasonable expenditure of effort. The analysis makes liberal

use of existing boundary layer solutions for a flat plate with surface

mass flux varying as x"1/29 as required by "similarity" consider-

ations.
5,6

It is clear that the problem can only be made tractable by

the omission from the analysis of most of the complicating boundary

layer effects. Talbot, Koga, and SharmanI have shown that the induced

surface pressure distribution may be estimated with reasonable accuracy

for the no-injection case by considering only the viscous interaction

coupled to a locally similar boundary layer. Their analysis assumd

that viscosity was proportional to temperature and that compressibility

effects could be accounted for by the Chapman-Rubesin factor. These

assumptions are retained in the present analysis, with viscosity being

assumed proportional to temperature times a function of mass concentra-

tions for the air-helium mixture.5 In the latter case Baron5 has shown

that the problem may be formulated so that the Chapman-Rubesin factor
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is chosen for air only, in the sam manner as for the single component

boundary layer. In the present analysis we shall attempt to extend the

method of Talbot, Kogas, and Sherman to include the effects of surface

mass transfer on the induced pressure, and also on the total skin friction

drag.

3.2 Inviscid Flow

In order to solve the boundary layer problem one must know the

outer edge boundary conditions from the inviscid flow solution. Since

these conditions depend on the boundary layer growth, the inviscid and

boundary layer flows must be considered together. Following Talbot, 102

the displacement thickness 8* is added to the cone at each station x

as shown in Sketch 2 below. Boundary layer edge quantities P.0 u8 ,

etc., are then assumed to be given by the tangent cone theory3 applied

to the effective body formed by the addition of 8 to the cone. Using

shock

boundary layer edge

flow

Sketch 2: Assumed Physical Model

of the Flow
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this procedure the specification of the boundary layer edge conditions

can be made once ve know M and the local tangent cone angle A given

by

- a+arctan (I ) (3.1)

The solution for 5B is considered in the next section.

3.3 Displacement Thickness

We neglect the effect of transverse curvature on the displace-

ment thickness14 '15 and employ the results of Low6 for air injection and

Baron 5 for helium injection. In both cases the expression for the

displacement thickness may be written

* 2 +~ 7:-12 T Ta(32
47m 4 2 C,+ 2 'r + "a~11 32

where 45 is the Mangler factor, and t, I , and 'I are constants

for a given mass injection rate (assuming a locally similar boundary layer).

The adiabatic wall temperature in the above is specified in terms of the

recovery factor a as follows

Ta a1 - 5 3.3)
TB

and the Chapman-Rubesin factor C for both injection gases is determined

by matching the air viscosity at the wall

c - - T5 ia Pair (3.4)
P8 B
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An approximate value of d5*/dx is obtained by neglecting the

streamwise derivatives of boundary layer edge quantities as follows:

d8A 0C + 7- 2 1 ,T Lw
dx rx,2 Mb8 r'T 8 a

(3.5)

+ [!dL )r r
This approximation is in the spirit of the local similarity assumption

of the boundary layer analysis.* When M= and the tangent cone angle

0 are specified, we may find the edge Mach number %8 and pressure
12

P8  by interpolation in the conical flow tables of Sims. This inter-

polation has been carried out for the MD. values of the present

experiment, and the results are presented in Table B below. The

remaining edge quantities are determined from the formulas

To+Z1 2 To +7-1 2

2T 8  (l 2 M8)

(3.6)

P8  P5T

V Fa T8

P 0,(T) Bromley-Wilke viscosity data 2 2

The quantities l Itr' and Is in Equation (3.5) depend on the dimen-

sionless mass injection parameter fw, and are given in Table C below.

*The neglected term in Equation (3.5) turned out to be about 27. to 57

of the retained term for the present range of flow conditions.
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M - 3.93

P -degr 0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0

PS/P, 1.000 1.088 1.272 1.530 1.862 2.26 2.74 3.29 3.90

N8  3.93 3.86 3.75 3.615 3.47 3.32 3.165 3.005 2.845

* 5.64

- degr 0 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0

P8/P, 1.000 1.158 1.494 1.980 2.63 3.43 4.40 5.49 6.76

M& 5.64 5.515 5.285 5.03 4.755 4.475 4.19 3.91 3.64

Table B: Values for the Tangent Cone Theory (from Sim 1 2)

f or is fr  .

0 0.848 0.860 1.109 0.969 1.328

-0.50 0.799 1.230 1.411 1.317 0.658

-0.75 0.768 1.564 1.660 1.623 0.374

-1.00 0.733 2.195 2.103 2.202 0.142

Air Injection (after Low8 )

fa Ir  Is  wfw

0 0.848 0.860 1.109 0.969 1.328

-0.20 0.745 1.933 1.704 1.961 0.767

-0.308 0.674 2.671 2.027 2.650 0.503

-0.40 0.616 3.510 2.345 3.393 0.307

Helium Injection (after Baron5)

Table C: Values Appearing in the Expressions for

Displacement Thickness and Skin Friction
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3.4 Iniection Hass Flow Rate

According to the analyses of Baron5 and Low,6 the local mass

flux is given by

r3 PbVp - (-f) (3.7)

where again S" is the Mangler factor. The total mass flow rate A

is determined by integration

A
1 A PwVw dA- T (sin a) I -1P6p C  (-f) dx

slant 0
(3.8)

Notice that the quantities Irp 1s, and C have been com-

puted for only a few values of fw' and that the edge quantities

P u gA, C in Equation (3.7) are initially unknown. For this reason it

is impractical for the present purposes to specify the local flux PWVw

in advance. Instead we shall use f. (constant) as the independent

mass flux parameter and carry through the analysis of the boundary layer--

inviscid flow matching. When this has been accomplished, then the total

mass injection rate A corresponding to f can be determined from

Equation (3.8), since P wVw will then be known. Because of the vari-

ation of the edge quantities P. u., etc. with x caused by viscous

interaction, the injection law will no longer be the x"1/2 variation

given by (3.7) for constant edge quantities. In fact, we lose control

of the injection law altogether by this procedure and must accept what-

ever distribution comes out of the assumption that w is constant.

Figure 27 shows that the injection distribution does not depart more
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than about *107. from the x "I/2 law implicit in the theory, and this

is an acceptable variation for the present purposes.

3.5 Solution Hethod

The matching of the boundary layer and inviscid solutions at

each station x is conveniently done by graphical analysis. For given

values of H. fv, and x we plot the curves of Equations (3.1) and

(3.5) as shown in Sketch 3 below. The intersections of these curves yield

equation (3.5) for

constant £w values

equation (3.1) for

constant x values

d*

Sketch 3: Graphical Solution for the Tangent Cone Angle

the proper displacement thickness slope angle A for the value of x

under consideration. With A known the boundary layer edge quantities

can be calculated from the tangent cone tables and Equations (3.6). By

assuming a locally similar boundary layer, then, the results of Baron5

and Low6 become available for the computation of skin friction and total

mass injection rate. Since the pressure is approximately constant
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across the boundary layer, the surface pressure distribution Is the same

as P5.

The remaining quantities of interest are the skin friction drag

and pressure drag coefficients. From Baron and Low the skin friction

coefficient in given by

CfEIw~~4 ~ (3,9)

'FX -r 1.0 for
irminjection

I

Values of lwf are given in Table C. The skin friction drag is then

obtained by integration

D f 2 3i (Kvf v %C 1 2

Cf (- 2 2~ P8u. ) dx
2 U )A 82 (tan a) 2  ) o B 2

(3.10)

The pressure drag coefficient is obtained from an integral of the surface

pressure distribution as follows

P 4 i0 (3.11)

CD 2 2j2 o( 1-) Xdx

The results of the above analysis are shown by curves labeled

VI (for viscous interaction solution) n Figures 24, 250 29, and 30. In

the actual analysis for convenience x was replaced by the axial distance

Z - x cos 9. Simpson's rule was used for the integrations with seven

values of Z between 0.5 and 3.5 nches--the step from 0 to 0.5

employing a linear extrapolation from the 0,5 and 1.0 inch values.
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3.6 Transverse Curvature Effect

Transverse curvature (TVC) effects result from the inability of

the usual two-dimensional boundary layer solutions with Mangler transform-

ation to account for the effects of the circumferential spreading of the

thick boundary layer flow on a slender body of revolution. When the TVC

terms are retained in the boundary layer equations, a correct analysis is

greatly complicated by the necessary consideration of partial differential

equations, rather than the ordinary differential equations resulting from

a similar boundary layer.

The only available results of analyses including the transverse

curvature effect which are applicable to the present experiment are those

of Probstein and Elliott 14 and Yasuhara. 15 ' 16  In these papers sufficient

assumptions as to the character of the flow were made so that the authors

could deal with ordinary differential equations. Although the resulting

physical flows are not of direct interest, the mathematical results are

made useful for engineering purposes by the assumption of local similarity.

No analysis of the boundary layer equations with both gas

injection and transverse curvature terms has as yet been carried out. For

the zero-injection case, however, Yasuhara 15 has solved approximately the

TVC boundary layer equations for the case of zero pressure gradient,

Prandtl number equal to 0.7, and TwITs - 1.0. This is sufficiently

close to the present experimental conditions to warrant a quantitative

estimate of the TVC effect based on his calculations.

After the final TVC correction formulas based on Yasuhara's

results are derived, it will be assumed that they may be applied also for

the injection case. This is done in the present report only for illustrative
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purposes, since there is no reason to expect that the zero-injection IVC

corrections will be a good approximation for the injection case.

Now the boundary layer induced pressure depends on the displace-

ment thickness slope d8*/dx. We will use Yasuharas results to estimate

the magnitude of the change in dS /dx due to IVC, and from this the

change in pressure. To fix ideas, consider the defining expression for

the boundary layer displacement thickness e:

5* 8

I P~u. 2xr dy - fP(u, - Pu) 2xr dy (3.12)
1 01

Here r - rw + y(cos a) is now variable in the thick boundary layer.

One sees that for r J rw  the expression for e* is fundamentally

different from the thin boundary layer case. (r - rw  is assumed in

Mangler's transformation, 2 7) Yasuhara 15 gives the following results

for the solution for 5* in hypersonic flow:

vith TVC: (P ) r1 '+A. -1 (3.13)
. TVC

without VC: (-! A (3.14)

where for a slender cone n hypersonic flow

A l+ 2 M(1 + uax 2 1 ) 5 (3.15)

We may approximate with sufficient accuracy for the present purpose the

graphical results for me and aam given by Yasuhara by
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me ft 1.95 + (o.36)A

(3.16)

M M 1.95

and replace M5 by M, and 3 by X€ defined by

C1W
UK a,c 'Z (3.17)

Let us define the change in the displacement thickness slope

as follows:

dx vc d TYC d )VIJ(.8

The last term is the value of d6*/d computed from the previously

described viscous interaction (VI) solution. With rw *a ax it my

be shown from the preceding formulas that

de) . a " (1.95 + 0.72&) +1 + A(1.95 + 0.36A)
da TvC 4 41 + A(.95 + 0.36A)

- 1 l95 (3.19)
4 -

The induced pressure correction my then be estimated by perturbing the

VI solution as follows:

*V *5*TCdod Y

tangent
cone from
table Iq.(3.1)



This may be put into the form

[; [!.rp-s) + 1W

TVC VI cL ]mI [I+ dB , 2

(3.21)
TJC Correction

For the TVC correction to the skin friction Yasuharal5 finds

that approximately

zero pressure grad.

C fVC I + 0.377A- 0.0089A2 1 {Prandtl No. - 0.7

S- 1.0(3.22)

The TVC effect is contained in the terms multiplied by "Al in the above,

so that

C MO~L .377A - 0.0089A 2 ) (3.23)

where the no-interaction skin friction coefficient is

- C3j Ic (K, '.) (3.24)

For the TVC correction to total drag, then, we need only compute

the change in pressure and skin friction drag coefficients. These are

given by

S . L & P A ZdZ (3.25)
pTVC POO 7 M 2L2 cIoTV
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2 W L'

(0.377A - 0.0089A 2} ZdZ (3.26)

where the term under the integral in (3.25) is the 'IVC correction term

of Equation (3.21).
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APP MIX

ACCURACY OF RESULTS

1. Assumptions

A detailed analysis of the error sources inherent in the opera-

tion of the wind tunnel and drag force balance has been carried out by

Maslach and Talbot. The results of that study apply directly to the

present experiments, except as they need be modified by the addition of

gas injection through the model.

The reduction of the experimental data to their final form

involves a large number of measurements, each contributing a source of
4

error. Following Maslach and Talbot, we assume that all errors are in

phase and therefore additive, and are based on known flow irregularities

and instrument least counts. This provides a simple and conservative

estimate of the accuracy of most of the results. Those results requiring

a more sophisticated analysis are discussed separately.

2. Wind Tunnel Flow Conditions

Although the present study employed a different nozzle 7 for the

data at H - 3.93 than that used by Maslach and Talbot,4 their accuracy

analysis for the flow conditions is essentially unchanged. The experi-

mental values of the flow parameters of interest is as follows:

Data at H - 3.93:

a 3.925 t 0.015 ( 0 0.4%)

IPu 2 0.0177 0.0004 psi t 2.3%)

(Re/in),, - 1765 :t 35 ( : 2.0/)
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Po 84.8 ± 1 microns Hg. (± 1.2%)

T- - 540 ± 5 *R (± 0.9%)

Data at H 5.64:

H - 5.64 ± 0.03 (± 0.5%)

1 =u2 . 0.0367 ± 0.0011 psi (k 3.0.)

(Re/in), M 6200 ± 300 (+ 4.8%)

Po 85.2 1 1 microns Hg. (± 1.2%)

Ts - 539 + 5 *R (t 0.9%)

3. Pressure Data

A summation of instrument least count and calibration errors

suggests that the uncertainty in pressure measurements should be roughly

2% or less. This is also suggested by the small scatter of the data

(Figures 11 to 16). As noted in Section 2.4, however, the porous model

pressure data were subject to a systematic error of between 5% and 20%,

depending on the individual pressure tap. Although this was probably

mostly accounted for by the correction procedure of Section 2.4, it is

felt that the corrected pressure data reported herein might still be in

error up to perhaps 5% of the absolute pressure at the higher injection

*Additional error sources arise from possible pressure system leaks or

out-gassing. The pressure system was leak-checked and to reduce out-

gassing errors was maintained at pressure levels below those of the

tests prior to a run. This technique, plus the repeatability and

internal consistency of all the pressure data of this report, make

errors due to leaks and out-gassing extremely unlikely.
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rates. This could produce errors in the self-induced pressure increment

(P - Pc)/Pc up to perhaps 107. at the higher injection rates of the tests

and might account for the irregular shape of the pressure distribution

curves of Figures 17 and 18 for the higher injection rates.

4. Gross Dras Coefficient

The gross drag coefficient is directly measured (see Section 2.5)

and is subject to errors in the measurement of balance spring extension,

spring calibration, dynamic pressure, and model and balance geometry. Of

these the uncertainty in dynamic pressure is perhaps the most important

(see estimates above). Since the balance springs used were such that

about 1/2 to 1 inch extension occurred in the tests, errors due to spring

calibration and extension readings were probably less than 0.5%. Errors

due to the measurement of lever arms and model dimensions were less than

0.27.. An additional scatter in the data of approximately 2% was also

introduced, however, probably due to fluctuations in base pressure, as

discussed in the next section. The table below sumarizes the estimated

error in gross drag coefficient for various conditions:

Uncertainty in CD
gross

Free Stream Mach Number: 3.93 5.64

Near Zero Injection Rates: t 3.4% ± 4.0%

Near Maximum Injection Rates: k 3.9% t 4.5%
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5. Base Pressure and Base Draa

Base pressures were probably read to about ± 3. accuracy, as

discussed in Appendix 3 above. The scatter of the base pressure data

shown in Figure 20 and the gross force data of Figure 19 and Table IV is

probably due to a slight instability in the balance null position due to

changes in base pressure with gap opening between the model and afterbody.

Thus the average base pressure curve (Figure 20) is probably accurate to

1 57., as estimated from the scatter of the data.

The base drag (and drag coefficient) was determined by simply

multiplying the total cone base area by the base pressure. This seems

the most reasonable procedure in the absence of much more detailed

information about the pressure distribution on the model support sting.

It is estimated that the base drag coefficient error might be as high

as ± 107 for the conditions of the experiment.

6. Total Drag Coefficient

The total drag coefficient is defined as the sum of pressure,

skin friction, and injection gas momentum transfer drag coefficients on

the slant face of the cone. It is calculated from the experimental data

as gross drag minus base pressure drag:

total a Sifrict + CDpres + CnJ " (Cgro.. (A-l)

By differentiating the above equation and replacing the differentials by

error quantities, the relative error in CDtotal may be expressed as

follows:
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+ (%)+,CD
CD - ross + &9, bass %a2 b (A2)

CD total total Ct

The plus sign for ACDbase  is taken because of the assumption that the

errors are in phase and therefore additive. Estimates of the possible

error in the total drag coefficient are as follows:

Uncertainty in CDtotal

Free Stream Mach Number: 3.93 5,64

Near Zero Injection Rates: i 3.8% t 4.4%

Near Maximum Injection Rates: :t 4.8% ± 5.2%

7. Pressure Drag Coefficient

The pressure drag coefficient is calculated from the integral

of the experimental surface pressure distribution according to Sq. (2.5).

Because this distribution is obtained by cross-plotting and extrapolating

the pressure data (Figures 17 and 18), it is difficult to estimate the

probable uncertainty of the pressure drag coefficient. Probably the

order of ± 10% would be a reasonable Suess.

8. InJection Dran Coefficient

The injection drag is a theoretically calculated quantity

(see Section 2.9) and not of particular interest here, except as needed

for the calculation of skin friction drag. Because of the crudeness of

the injection drag analysis, one could not claim better than about : 50%

accuracy for this quantity.*

Some measurements of the reaction force on the model produced by gas

injection (in the quiescent wind tunnel) were in reasonable agreement
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9. Skin Friction Dran Coefficient

By differentiating the skin friction drag equation (2.3) and

changing the differentials to increments, we obtain

CD(---&) + CDp ( &C -) +D( 4% ) + CD W in

-"CDf D CD p CD + b CDb iCD In" (A-3)

Again only plus signs are used since the error or A quantities are

assumed to be in phase. The conservative estimate of the error in skin

friction drag coefficient is as follows:

Uncertainty in CDfrict

Free Stream Mach Number: 3.93 5.64

Near Zero Injection Rates: 1 5.3. ± 6.5

Near Maximum Injection Rates: 118.8% ±18.0

10. Iniection Flow Rate

From Equation (2.15) the error equation for the injection mass

flow is as follows (capillary tube mter):

(footnote continued from previous page)

with the order of magnitude and trends predicted by the theoretical

injection drag analysis. Because of the different model external surface

conditions between the "wind on" and "wind off" cases, however, it was

felt that the theoretical correction procedure used would give more

realistic results for the injection correction.
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AMtrue AMt
= + 1.75 &- + (A-4)

T PStrue kstd

The "standard" mass rate could be determined within about ± 1.5%, as

obtained from the scatter in the calibration data and the ability to read

the pressure drop across the capillary tube. (Four different size capillary

tubes were used so that the pressure drop was always in the range of 5 to

24 inches of water.) The absolute temperature was determined within 3 *R,

and the error in pressure reading was less than 0.57.. From this it is
,

estimated that the injection flow rate was known within 37. or better.

11. Model Temperature

The model temperature was measured by a copper-constantan thermo-

couple attached to the base (see Figure 8). The potentiometer used to

measure the signal had sensitivity equivalent to ± 2 *F. The scatter in

model temperature (Figure 34) probably results from temperature fluctu-

ations in the laboratory, since the stagnation temperature used for data

reduction was an overall average for each run. Since the injection rate

was changed about every ten minutes, it is also possible that temperatures

were recorded before thermal equilibrium was established.

12. Local Iniection Flux Distribution

The method of local flux measurement described in Section 2.11

is quite crude and is probably only indicative of the true local flux

This does not apply to flow rates of helium above about 0.09 lb/hr,

where Fischer-Porter flow meter was used. In this case the estimated

injection rate error is ± 57..
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distribution. In addition, the method only gives the circumferentially

averaged values of local mass flux. From the scatter of the data of

Figure 37, one sees that the slopes required for Equation (2.14) can be

estimated within only about 1 10% at best. Hence the curves of Figure

38 are accurate within probably 10% to 20..
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TABLE I

Uncorrected Zero Injection Pressure Data -- Values of P/P-

-(a) M - 3.93

Tap Number 1 2 3 4 5 6

Standard 1.131 1.108 1.100 1.091 1.088 1.086

Cone Probes 1.122 1.108 1.098 1.090 1.083 1.090

Solid Model 1.192 1.128 1.122 1.104 1.090 1.094

Porous Models 1.266 1.160 1.178 1.184 1.288 1.275

PC 108 microns Hg. Po- 84.8 microns Hg.

(b) M - 5.64

Tap Number 1 2 3 4 5 6

Standard 1.187 1.155 1.137 1.112 1.098 1.090

Cone Probes 1.187 1.166 1.140 1.109 1.090 1.090

Solid Model 1.265 1.190 1.190 1.140 1.130 1.097

Porous Models 1.340 1.246 1.192 1.231 1.278 1.310

PC 127 microns HS. Po 85.2 microns Hg.

*Values shown are averages of at least three masurements. The

scatter of the data was roughly : 2%, and is indicated in

Figure 10.
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TABLE II

1.3.5 Model Pressure Data -- Corrected* Values of QP-P)/P c

(a) H - 3.93 -- Air Injection

Tap No. 1 Tap No. 3 Tap No. 5
lb/hr Z - 1.25 in Z - 2.0 in Z - 2.75 in

.0230 .125 .105 .085

.0445 .145 .135 .085

.0675 .150 .170 .085

.0985 .175 .205 .100

.115 .185 .220 .105

.140 .200 .255 .115

.160 .250 .305 .145

.180 .265 .305 .145

.210 .315 .385 .160

.240 .400 .435 .175

.265 .465 .485 .195

.285 .515 .505 .205

.310 .155 .530 .210

.330 .585 .545 .215

(b) MW - 3.93 -- Helium Injection

Tap No. 1 Tap No. 3 TapNo. 5
lb/hr Z 1.25 in Z -2.0 in Z -2.75 in

.00795 .140 .125 .110

.0151 .160 .170 .135

.0230 .170 .185 .140

.0325 .185 .225 .165

.0450 .220 .285 .180

.0610 .275 .340 .210

.0715 .320 .380 .235

.0825 .375 .430 .250

.0945 .430 .465 .280

.105 .455 .500 .285

, See Section 2.4
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TABLE I1

1.3.5 Model Pressure Data -- Corrected* Values of (P-P )/Pc

(c) M - 5.64 -- Air Injection

Tap No. 1 Tap No. 3 Tap No. 5
lb/hr Z- 1.25 in Z 2.0 in Z- 2.75 in

.0185 .210 .165 .095

.0320 .200 .175 .095

.0640 .200 .210 .100

.0830 .215 .240 .110

.110 .230 .270 .120

.135 .265 .335 .155

.155 .300 .395 .180

.175 .320 .435 .190

.200 .365 .485 .215

.210 .370 .490 .215

.235 .455 .560 .255

.240 .440 -

.270 .540 .640 .275

.300 .615 .700 .300

.310 .650 .715 .305

.320 .650 .720 .300

(d) M - 5.64 - Helium Injection

14 Tap No. 1 Tap No. 3 Tap No. 5
lb/hr Z- 1.25 in Z= 2.0 in Z- 2.75 in

.0120 .215 .210 .155

.0125 .220 .225 .155

.0165 .225 .235 .165

.0230 .245 .270 .180

.0345 .270 .340 .205

.0470 .320 .405 .255

.0560 .336 .430 .265

.0585 .360 .465 .290

.0725 .425 .545 .330

.0840 .470 .585 .355

.0930 .490 .610 .360

.0935 .470 .585 .370

.101 .490 .625 .375

.104 .540 .650 .380

.111 .540 .660 .400

.116 .580 .685 .395

*See Section 2.4
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TABLE III

2.4.6 Model Pressure Data - Corrected Values of P-Pc)/P €

(a) H - 3.93 -- Air Injection

I Tap No. 2 Tap No. 4 Tap No. 6
lb/hr Z - 1.75 in Z - 2.5 in Z- 3.0 in

.0195 .115 .100 .080

.0345 .125 .110 .070

.0525 .145 .115 .080

.0655 .150 .110 .055

.0705 .145 .100 .040

.0845 .160 .125

.103 .185 .135 .035

.120 .205 .160 .045

.135 .225 .150 .030

.150 .240 .135 .015

.155 .260 .160 .030

.190 .300 .185 .015

.205 .325 .175 .010

.215 .335 .195 .005

.235 .365 .210 .000

.245 .395 .205 .010

.255 .405 .220 .015

.270 .415 .225 .005

.275 .440 .245 .015

.285 .435 .215 .010

.300 .460 .235 .000

.310 .470 .235 .000

.320 .480 .245 .005

.325 .480 .235 .010

.340 .495 .245 .005

See Section 2.4
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TABLE III

2.4,6 Model Pressure Data -- Corrected* Values of (P-P)/P

(b) M - 3.93 -- Helium Injection

Tap No. 2 Tap No. 4 Tap No. 6
lb/hr Z = 1.75 in Z = 2.5 in Z = 3.0 in

.0088 .140 .125 .095

.0134 .160 .140 .105

.0164 .160 .145 .100

.0225 .185 .155 .105

.0265 .180 .160 .095

.0291 .200 .175 .105

.0345 .220 .190 .105

.0435 .250 .205 .105

.0475 .265 .195 .110

.0500 .270 .225 .110

.0525 .290 .225 .120

.0570 .305 .230 .120

.0625 .315 .240 .120

.0670 .335 .235 .115

.0690 .340 .255 .125

.0755 .360 .265 .120

.0765 .350 .245 .125

.0815 .390 .280 .135

.0935 .430 .300 .135

.095 .395 .280 .140

.099 .410 .285 .125

.108 .405 .280 .125

.111 .445 .295 .125

.115 .430 .315 .135

.122 .475 .305 -

See Section 2.4
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TABLE III

2.4.6 Model Pressure Data -- Corrected Values of (P-Pc)/P c

(c) M - 5.64 -- Air Injection

Tap No. 2 Tap No. 4 Tap No. 6
lb/hr Z = 1.75 in Z = 2.5 in Z - 3.0 in

.0120 .185 .125 .105

.0310 .185 .125 .075

.0430 .175 .125 .070

.0530 .205 .140 .085

.0570 .210 .125 .060

.0595 .215 .140 .065

.0740 .220 .145 .065

.0835 .235 .145 .055

.0870 .235 .145 .070

.0920 .250 .155 .065

.110 .270 .165 .055

.121 .290 .175 .055

.125 .295 .175 .050

.135 .305 .175 .050

.135 .310 .190 .055

.145 .340 .195 .070

.165 .360 .210 .055

.180 .370 .225 .050

.184 .390 .225 .055

.195 .435 .260 .075

.205 .435 .255 .050

.245 .530 .305 .085

.245 .545 .300 .080

.245 .520 .270 .060

.265 .565 .315 .085

.290 .615 .335 .080

.295 .625 .330 .085

.310 .630 .320 .075

.320 .655 .345 .070

.325 .675 .355 .085

.340 .680 .360 .075

*See Section 2.4
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TABLE III

2,4.6 Model Pressure Data -- Corrected Values of (P-P)/PC

(d) M - 5.64 -- Helium Injection

Tap No. 2 Tap No. 4 Tap No. 6
lb/hr Z - 1.75 in Z - 2.5 in Z - 3.0 in

.00595 .160 .130 .085

.0015 .205 .160 .105

.0120 .215 .155 .125

.0180 .255 .125 .125

.0200 .250 .200 .115

.0240 .265 .200 .135

.0265 .300 .220 .110

.0285 .285 .230 .130

.0330 .330 .265 .145

.0350 .325 .225 .140

.0400 .365 .300 .140

.0400 .350 .240 .125

.0470 .395 .300 .185

.0495 .380 .275 .160

.0525 .410 .315 .175

.0530 .385 .315 .170

.0620 .445 .330 .165

.0620 .430 .315 .160

.0670 .460 .315 .180

.0685 .485 .335 .175

.0770 .520 .370 .190

.0790 .525 .350 .195

.0820 .540 .390 .195

.0870 .570 .405 .215

.0935 .605 .400 .210

.0970 .595 .405 .195

.107 .630 .415 .205

.108 .630 .405 .210

.117 .680 .435 .225

.119 .685 .440 .225

See Section 2.4
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TABLE IV

Experimental Gross Drag Coefficient Data

(a) M - 3.93

Air Injection Helium Injection

CD M CD
lb/hr gross lb/hr gross

0 .358 0 .359
0 .360 0 .360
0 .360 0 .360
0 .360 0 .360
0 .360 .0064 .348

0 .360 .0135 .336
.020 .323 .0165 .332
.0325 .305 .0205 .328
.036 .300 .0275 .316
.0440 .286 .031 .314

.0495 .283 .0335 .310

.0640 .263 .0405 .302

.0670 .258 .0480 .294

.0815 .244 .0525 .291

.0825 .243 .0580 .285

.0865 .235 .0650 .282

.0995 .226 .0655 .279

.101 .2265 .0735 .275

.102 .226 .0760 .273

.125 .207 .0835 .270

.130 .205 .0890 .267

.130 .2005 .0960 .265

.145 .193 .101 .262

.165 .1855 .1025 .261

.190 .1765 .109 .258

.190 .176

.215 .171

.215 .1705

.240 .1675

.255 .168

.265 .1645

.300 .166

.305 .1645
•320 .169
.340 .167

. "Gross Drag" is defined in Section 2.5
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TABLE IV
*

Experimental Gross Drag Coefficient Data

(b) M - 5.64

Air Injection Helium Injection

iCD A4 CDlb/hr gross lb/hr gross

.0105 .2105 0 .220

.0145 .206 0 .220

.0195 .203 0 .220

.022 .201 0 .220

.030 .193 0 .220

.0365 .190 .0041 .217

.045 .182 .0103 .2125

.0545 .176 .0106 .2105

.0595 .173 .0113 .2125

.067 .1665 .0123 .2115

.0855 .1605 .0190 .207

.0895 .155 .0210 .206

.0895 .154 .0215 .206

.0965 .1515 .0225 .207

.0980 .147 .0230 .205

.0985 .149 .0285 .201

.105 .145 .0320 .201

.115 .1415 .0360 .197

.125 .137 .0405 .195

.130 .1355 .0460 .194

.145 .134 .0470 .192

.165 .125 .0550 .189

.165 .1245 .0605 .1875

.170 .1255 .0625 .1855

.175 .124 .0690 .183

.195 .119 .0730 .183

.200 .118 .0740 .181

.200 .1225 .0865 .178

.230 .115 .0865 .178

.240 .115 .1035 .1745

.240 .115

.250 .1175

.260 .1135

.265 .116

.285 .117

.300 .1165

* Gross drag" is defined in Section 2.5
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TABLE V

Reduced Draa Coefficient Data

(a) M = 3.93 -- Air Injection

H CD CD CD CD CD fit CD
lb/hr gross base press inj frict total

0 .3600 -.0255 .0374 0 .3481 .3855
.02 .3230 -.0256 .0377 .0001 .3108 .3486
.04 .2940 -.0257 .0381 .0004 .2812 .3197
.06 .2670 -.0258 .0386 .0007 .2535 .2928
.08 .2450 -.0259 .0393 .0010 .2306 .2709

.10 .2265 -.0260 .0401 .0014 .2110 .2525

.12 .2102 -.0261 .0411 .0020 .1932 .2363

.14 .1970 -.0262 .0423 .0027 .1782 .2232

.16 .1870 -.0263 .0440 .0035 .1658 .2133

.18 .1794 -.0264 .0457 .0043 .1558 .2058

.20 .1739 -.0265 .0477 .0053 .1474 .2004

.22 .1702 -.0266 .0500 .0063 .1405 .1968

.24 .1680 -.0267 .0523 .0073 .1351 .1947

.26 .1666 -.0268 .0545 .0085 .1304 .1934

.28 .1660 -.0269 .0563 .0097 .1269 .1929

.30 .1660 -.0270 .0578 .0111 .1241 .1930

.32 .1665 -.0271 .0590 .0124 .1222 .1936

(b) HM - 3.93 -- Helium Injection

CD CD CD CD CD CD
lb/hr gross base press ixj frict total

0 .3600 -.0255 .0374 0 .3481 .3855
.01 .3421 -. 0273 .0393 .0000 .3301 .3694
.02 .3269 -. 0292 .0419 .0001 .3141 .3561
.03 .3140 -.0312 .0445 .0005 .3002 .3452
.04 .3025 -.0330 .0474 .0012 .2869 .3355

.05 .2925 -. 0348 .0507 .0023 .2743 .3273

.06 .2839 -.0367 .0541 .0034 .2631 .3206

.07 .2768 -.0386 .0577 .0045 .2532 .3154

.08 .2711 -. 0404 .0614 .0058 .243 .3115

.09 .2663 -. 0422 .0653 .0072 .2360 .3085

.10 .2621 -.0441 .0694 .0088 .2280 .3062

.11 .2580 -. 0460 .0737 .0108 .2195 .3040
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TABLE V

Reduced Dras Coefficient Data

(c) M. = 5.64 -- Air Injection
f4 CDCD CDDase  CD

lb/hr gross base press inJ Dfrict total

0 .2200 -.0154 .0306 0 .2048 .2354
.02 .2028 -.0153 .0307 .0000 .1874 .2181
.04 .1863 -.0152 .0309 .0000 .1706 .2015
.06 .1720 -.0151 .0312 .0001 .1558 .1871
.08 .1596 -.0150 .0317 .0003 .1426 .1746

.10 .1490 -.0150 .0323 .0006 .1311 .1640

.12 .1402 -.0149 .0332 .0009 .1210 .1551

.14 .1332 -.0149 .0342 .0011 .1128 .1481

.16 .1272 -.0148 .0355 .0013 .1052 .1420

.18 .1226 -.0148 .0367 .0017 .0990 .1374

.20 .1195 -.0147 .0380 .0021 .0941 .1342

.22 .1176 -.0147 .0395 .0025 .0903 .1323

.24 .1165 -.0146 .0411 .0029 .0871 .1311

.26 .1160 -.0146 .0427 .0033 .0846 .1306

.28 .1160 -.0145 .0444 .0038 .0823 .1305

.30 .1161 -. 0144 .0460 .0043 .0802 .1305

.32 .1165 -.0143 .0477 .0051 .0780 .1308

(d) MW - 5.64 -- Helium Injection

lb/hr ross base CDpress inj frict total

0 .2200 -. 0154 .0306 0 .2048 .2354
.01 .2133 -.0166 .0325 .0000 .1974 .2299
.02 .2070 -.0179 .0344 .0000 .1905 .2249
.03 .2012 -.0191 .0362 .0001 .1840 .2203
.04 .1959 -.0203 .0380 .0005 .1777 .2162

.05 .1912 -.0216 .0397 ,0009 ,1722 .2128
.06 .1870 -. 0228 .0415 .0013 .1670 .2098
.07 .1832 -.0240 .0432 .0017 .1623 .2072
.08 .1799 -.0252 .0448 .0022 .1581 .2051
.09 .1773 -. 0263 .0465 .0027 ,1544 .2036

.10 .1753 -.0276 .0481 .0034 .1514 .2029

.11 .1735 -.0288 .0495 .0042 .1486 .2023
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FIG. 2 WIND TUNNEL AND EXPERIMENTAL INSTRUMENTATION
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FIG. 3 DRAG FORCE APPARATUS
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FIG. 4 PRESSURE DISTRIBUTION APPARATUS
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